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Abstract
Noise reduction is needed in many
applications. Hands-free speaking devices in
mobile and public telephones or new services
using speech recognition make this function
mandatory.
In many applications, the speech signal is
corrupted by unknown noise. Different noise
reduction algorithms [Hayk] [Mart] [Pud] are
known using spectral subtraction or spectral
shaping. For all these methods, a
transformation from time into frequency
domain is necessary.
The human ear transforms the time signal into
a frequency dependent location according to
psycho-acoustic rules [ZWI] .  The
distribution of the critical band rates and the
corresponding time response for the
perception of a frequency is non-linear
because the frequency resolution of the human
ear decreases with increasing frequency.

Fig.1 Bandwidth and time response of the critical
bands

Hence, the bandwidth between the frequency
bins increases with the critical band rate,
resulting in a frequency dependent response
time (Fig.1).

In this paper a new algorithm realising a
Continuous Fourier Transformation (CFT) will
be presented. This new method allows to
distribute the frequency  bins almost freely in
accordance with the natural response time.
A reasonable computational complexity can
be achieved by subsampling the lower
frequencies. With a frequency resolution from
10 to 3000Hz, very comfortable response
times between some ms and  less than 1ms
can be achieved.

The application of the CFT for a noise
reduction algorithm, based on the Wiener filter
shows strongly reduced musical tones.
Compared with the FFT a higher noise
reduction can be achieved.

Due to the high degree of freedom in
determining  system dimensions like number of
frequencies, or the function of the frequency
distribution, the CFT can be used for many
other signal processing algorithms, e. g. echo
cancellation in the frequency domain, speech
coding, speech synthesis, hearing aids, e. t. c.



State of the art

Signal processing algorithms for noise
reduction and echo cancellation use different
methods for the transformation from time into
frequency domain. The Fast Fourier
Transformation (FFT) is the most efficient
algorithm which uses a block wise
computation with some weak properties such
as an equidistant frequency spacing, a very
poor response time and the windowed
computation  with overlap add (Fig. 2).

Fig. 2: Blockwise computation with overlap add

The FFT is  a block wise computed
frequency analysis according to (1)
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The number of samples in the time domain K
must be equal to the number of frequencies N
in the frequency domain.  This leads to an
equidistant  distribution of the frequency bins
with a constant bandwidth and response time
for each frequency bin. The response time for
a 256 point FFT (at 8kHz sampling rate)  is
16ms, nearly ten times higher than the average
response time of the human ear with 1,9ms. In
this example the frequency resolution is 32Hz,
not enough for the lower frequency domain
below 300Hz.
With the FFT no adaptation to a non-linear
frequency distribution is feasible. The long
delay time of the FFT blocks impairs the
communication.
The IFFT  uses phase and magnitude of a
frequency bin from the whole block length. In
our example, each 16 ms a fixed and new
value is available, leading to audible switched
musical tones.

Non-linear Distribution of the frequencies

A simple approach for a non-linear frequency
distribution could use a band pass filter
solution based on 24 FIR filters for the
realisation of the BARK transformation.
About 300 coefficients corresponding to the
strong masking behaviour of the human  ear
are necessary for each filter, resulting in a
poor response time of  18,75ms and a high
computational power of >40 MIPS at 8kHz
sampling rate.

New algorithms deal with improved band pass
filter techniques or modified discrete Fourier
Transformation in order to achieve a better
approximation to the properties of the human
ear with more efficiency [Drei].

The modification of a discrete Fourier
transformation to a non-linear distribution of
the frequency bins requires a very high
computational power. As KN ≠  requires N
different summations, each frequency has to
be computed with its own number of samples
(2).

This approach has been developed by [Kap]
using the advantages of the Goertzel algorithm.
Combined with the polyphase filter technique,
this method is used to reconstruct the human
ear perception for quality judgements of audio
signals and provides 24 critical bands.
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For noise reduction, the number of
frequencies to be subtracted is determined by
the number of distortions within a critical
band. For speech improvement, the required
frequency resolution depends on the
complexity of the distortion. Assuming the
signal complexity is limited and the number of
frequency bins generated by noise is not more
than 3 in each critical
band, the necessary number of frequencies

within the whole audible frequency range is
about 24*(3+1) =96 frequency bins or within
a telecommunication channel (<4kHz)
17*(3+1) = 68 frequency bins. The
computational effort for a block wise
computed non linear distributed frequency
analysis is immense (>60MIPS at 8kHz)
considering the required frequency resolution.

Continuous Fourier Transformation

With a Continuous Fourier transformation no
overlap add and windowing is necessary,
leading to a very low complexity for a noise
reduction system.

Fig.3 CFT based Noise reduction.

The total release from the block wise
computation can be achieved, if the
summation is substituted by a low pass filter
(LP(n)) of certain order (3).
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This filter is computed continuously with the
sampling rate and not block wise. Therefore,
the frequency bins are able to  follow exactly
the time behaviour of the time signal. In the
easiest case, frequency bins can be computed
with a first order recursive filter according to
(4).
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With k/K the phase of a discrete frequency is
indicated, where K determines the maximum
resolution.

K may  also be interpreted as the time interval
of any continuous generated frequency. Tests
with a separate sine wave generation showed
no limitations.

A very easy determination of the frequency
distribution function is feasible with this
algorithm. The order and type of this filter can
freely be determined. An economically
reconstruction of a BARK transformation
requires an elliptic recursive filter more than
8th order. However tests with this design
showed, that for high quality noise reduction, a
higher frequency resolution is needed as
above mentioned. Tests with logarithmic
distributed frequency bins (up to 75 frequency
bins at 8kHz sampling rate) showed strong
improvements.

The bandwidth of each frequency bin depends
on the distance to the neighbouring frequency
and can be determined according to (5).
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The reconstruction of the time signal is realised
by the ICFT according to (6).
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The computational power for the analysis

ICFTCFT Noise
Reduction



and synthesis with the CFT is about 22N,
whereas this effort can strongly be reduced
using subsampling techniques.
As shown in Fig. 4, the time signal has been
split into 4 subbands. With a logarithmic
scaled frequency distribution the effort for 75
frequency bins is now only 22N/3,75+70,
corresponding to a computational power of
4,1MIPS at 8kHz sampling rate.

Conclusion

With the CFT a new transformation method
with most natural properties has been found.
Fig. 5 shows the comparison results between
FFT/IFFT and CFT/ICFT applied with the
Wiener filter for spectral subtraction.

Fig. 5 Comparison FFT-CFT Noise reduction

As with the FFT strong musical tones are
generated, the noise reduction is limited. The
FFT introduces an undesired delay, whereas
the response time of the CFT seems nearly
not perceptible.

 The essential features of the new CFT are:
• No additional time delay
• Fast time response
• No musical tones
• No overlap and add
• Free transfer function (MEL, BARK

Log....)
• Optimal adaptation to desired spectrum

feasible
• Adequate  computational effort
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Fig. 4 Sub sampling technique with CFT


